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 In the last 20 years, e-mail, instant messaging, documents, blogs, news, text communication 
in the transfer of information over the web, as a result of the presentation and transmission 
of information as a result of the Web the dramatic increase in the amount of data in digital 
environments has increased the importance of studies in the field of knowledge extraction 
from unstructured data. Since the 2000s, one of the primary goals of researchers in the field 
of artificial intelligence has been to extract knowledge from heterogeneous data sources on 
the World Wide Web, including real-life entities and semantic relationships between entities, 
and to display them in machine-readable format. Advances in natural language processing 
and information extraction have increased the importance of large-scale knowledge bases 
in complex applications, resulting in scalable information extraction from semi-structured 
and unstructured heterogeneous data sources on the Web, and the detection of entities and 
relationships; It enabled the automatic creation of prominent knowledge bases in this field 
such as DbPedia, YAGO, NELL, Freebase, Probase, Google Knowledge Vault, IBM Watsons, 
which contain millions of semantic relationships between hundreds of thousands of entities, 
and displaying the created information in machine-readable format. Within the scope of this 
article; Web-scale(end-to-end) knowledge extraction from heterogeneous data sources, 
methods, challenges and opportunities are provided. 

1. Introduction 

Since the first day of its use, the Internet continues to develop 
impressively and take its place in many parts of our lives by bringing 
along technological opportunities. The internet and internet 
technologies have had an extraordinary impact on people around the 
world, contributing to innovation, growth and the development of 
new business models with the developments in communication 
technologies, playing a central role in promoting human 
entrepreneurship and creativity, and making unique contributions to 
the development of societies. It is seen that it has become an 
indispensable part of twenty-first century (21st century) civilization 
in many fields, such as information sharing, communication, 
transportation, health, education, finance, security. 

Ever-increasing noisy data content and resources since the World 
Wide Web was introduced in 1991 (www) are today accepted as the 
world's largest heterogeneous information source in need of 
discovery with its unique content. 

The world's most extensive heterogeneous data and information 
network, the noisy and low-quality, unstructured data and media 
content on the Web, and the fact that valuable scientific, cultural and 
general life information prevent people from discovering 
technological information-sharing platforms such as Freebase and 
Wikipedia brought with it research opportunities. 

A lot of research has been done about natural language processing 
(NLP), knowledge representation (KR), knowledge extraction (KE), 
knowledge representation (KR), information extraction (IE), scalable 
information extraction from the web (Open Information Extraction 
From Web - OIE), semantic networks (SN), automatic creation of 
knowledge bases (KB) enriched with semantic relations, knowledge 

graphs enriched with semantic relations (Knowledge Graphs - KGs), 
and question answering (QA) for the extraction of information from 
unstructured data on the web, creation and display of knowledge 
bases, in the last twenty years, almost all of them in English and have 
been published in the literature [1-6]. 

Knowledge bases with enriched information content have received 
increasing attention and importance in both industry and academic 
studies; search engines, question-answering systems, personalized 
recommendation systems, machine learning, natural language 
processing, etc. have become critical for a wide variety of knowledge-
based cognitive applications [5,6]. 

In line with Tim Bernars Lee's vision of the semantic web [7], research 
has been conducted on knowledge bases in a machine-readable 
format containing millions of entities and hundreds of millions of 
relationships between entities. Academic research such as KnowItAll 
[8], TextRunner [9], DbPedia [10], Yago [11], Freebase [12], Nell [13], 
Wikidata [14], IBM Watson through data in unstructured 
heterogeneous sources on the web Industrial knowledge bases such 
as [15] and Google Knowledge Vault [16] have been created. 

 

Within the scope of this article, the processes for generating 
information from heterogeneous data sources are discussed. In the 
2nd chapter, heterogeneous information networks and their 
properties; in the 3rd chapter knowledge bases and concepts; in the 
4th chapter the concept and components of information extraction (IE 
– Information Extraction), which is critical in the creation of the 
knowledge base, in the 5th chapter in the 5th chapter veracity of 
information, in the 6th and the last chapter discussion and 
conclusions are included. 
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2. Heterogenous Information Networks 

Although almost all of the real systems used today consist of 
components of different object types that interact with each other, it 
is seen that the interactions between different objects and different 
connection types are modeled as homogeneous information networks. 
Heterogeneous Information Networks (HINs) emerge as complex 
network structures used in the representation and presentation of 
multiple relationships between different types of entities or object 
types [17-19]. 

Unlike the representation of homogeneous information networks 
with traditional data structures and applications, HINs are 
represented by a uniform entity-relationship model; It differs from 
different data sources in terms of displaying multiple types of 
relationships between different types of assets, about to real-life facts 
and information [17-20]. 

HINs are used to represent and analysis of information in many 
different domains, such as knowledge discovery, e-commerce, social 
media, health, general information networks, fraud, anomaly 
detection, decision support systems and forecasting. While HINs are 
used in a social networking application to represent likes, posts and 
sharing between assets and assets, in the study to be conducted on 
pharmaceutical or biological networks in the health ecosystem, it has 
the ability to represent together genes, proteins, chemical and 
molecular structures, and relationships between diseases (Sun et al. 
(2013) [17]). 

Intended for HINs; It is seen that researches on similarity, clustering, 
classification, ordering, link prediction, recommendation and 
combination and presentation of information from different sources 
continue (Shi et al. (2017) [20]). 

3. Knowledge Bases and Concepts  

Equipping machines with comprehensive knowledge of the entities in 
the world and the relationships between them has been a long-
standing goal of artificial intelligence. As a result of this, in the last 
ten years, important studies have been carried out for the automatic 
creation of large-scale knowledge bases from web content and text 
sources, and today it has taken its place in different applications for 
information analytics (Nakashole et al. (2011) [24]). 

It is seen that most of the data on the web is in an unstructured 
format. Where text data and speech content on websites, social media 
applications, news portals, etc., heterogeneous data sources can 
contain important information, extracting real-world relationships 
between assets and assets from these data in a meaningful and highly 
accurate machine-readable format and their integration with existing 
information systems can be applied to big data analytics. It is 
considered that it will bring opportunities for different applications 
(Weikum et al. (2010) [6]).  

3.1. Definition 

A general expression knowledge bases (KB - knowledge bases) emerges 
as the technology used to represent, store and display for the 
presentation, storage and display of the relationship between assets 
and assets over structured, semi-structured and unstructured data 
[10-14]. 

Information extraction methods (IE-Information Extraction), 
including natural language processing algorithms, statistical models 
and machine learning algorithms (ML), are used in creating of 
knowledge bases; with the aforementioned methods, web et al. It is 
aimed to determine the relationships between assets and assets 
through data on unstructured, semi-structured and structured 
resources [9,15,16,23,24,33]. 

KB is generally defined as follows [15,18,25,33]: 

KB= {E, R, X}, labeled and directed KB, 

- Ε={e1,e2,… eN} set of entities (nodes),  

- R={r1,r2,… rN}  set of relations,  (edges) 

- Xijk=(ei, rk, ej)  triple expression   

- Yijk ∈ {0,1}  If Yijk ∈ {0,1}, it takes the value “1” if Xijk 
is present, and “0” otherwise.  

- Y ∈ {0,1}𝑁𝑁𝑒𝑒𝑁𝑁𝑒𝑒𝑁𝑁𝑟𝑟  is represented, 

- 𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 = �1, 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑡𝑡𝑡𝑡𝑖𝑖𝑡𝑡𝑡𝑡𝑒𝑒 (e1, rk, ej) exists 
0, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑡𝑡𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒    

Can be formulated. 

 

 

3.2. Application Areas Using Knowledge Bases  

Application areas of knowledge bases are given below [25-33]: 

Semantic Search and Question Answering Systems: It is aimed to 
create, display and present information in machine-readable format 
within the scope of interpreting and exhibiting users' information 
needs in terms of assets and relationships [27,30]. 

 

 

Picture 1. Semantic Search 

- Preparation of summary data in the machine-readable format: 
Recent developments and increasing data size have led to the need 
for users to access fast and summary data from large data stacks and 
data summarization systems such as users' need for extensive 
summary information about entities and relationships emerge in this 
context [8-16,25,27-30]. 

 

Picture 2. Entity & Entity Relationships in RDF Format 
 
- Big Data analytics: Daily news, social media, academic publications 
etc. It emerges within the scope of making data analytics on web 
contents and making sense of the content and the relations between 
entities [27,75]. 
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Picture 3. Entity & Entity Relationships in RDF Format 

Drug design: After the COVID-19 pandemic in 2019, it is seen that 
research has been carried out to develop decision support systems for 
drug design through the demonstration of interactions such as 
disease-drug-gene-molecule-protein etc. [76-80]. 

 

Picture 4. Drug, Disease, Active Ingredient, Manufacturer, interaction 

 

3.3. Classification of Knowledge Bases  

In the literature, it is seen that knowledge bases differ according to 
the purpose of use, the method of creation, and the way the content is 
updated [1,4,9-16,25,33]. 

3.3.1. Knowledge bases by purpose of use 

a) General purpose knowledge bases: 

Knowledge bases such as Freebase, Google Knowledge Graph, YAGO, 
DBpedia, and Wikidata aim to display information including all 
entities and relationships in different domains. Knowledge bases in 
this structure, question answering, search engine infrastructure, 
semantic applications etc., appear to be used for this purpose [9-14]. 

b) Special purpose knowledge bases: 

Special purpose knowledge bases such as Google Scholar, Amazon 
Product Services, and Microsoft Probase and Entity Cube are intended 
to display information containing entities and relationships for a 
particular domain [1,4,25,27]. 

  

3.3.2 Knowledge Bases by Creation Method 

In the studies in the literature, there are generally four methods in 
the creation of the technical infrastructure of knowledge bases [8-16]: 

- Knowledge bases built on semi structured resources: YAGO, YAGO2, 
YAGO4, DBpedia and Freebase, Wikidata [10-14],  

- Knowledge bases created “without the use of schema” by scanning 
open sources all over the Web: Reverb, Ollie, Prismatic  

- Knowledge bases created using a fixed ontology or “schema” by 
scanning open sources all over the Web; Projects where information 

extraction methods such as Nell, Prospera, DeepDive, and Elementary 
are applied,  

- Knowledge bases created using IS-A structure: Probase. 

3.3.3. Knowledge Bases According to System Maintenance, Update 
and Operation 

- Closed World Assumption (CWA) 

- Open World Assumption (OWA) 

In the CWA approach, entities or relationships that are not generally 
accepted are not added to the knowledge base as new results. This 
method is also known as canonicalization in the literature [16].  

In the OWA approach, newly acquired entities and relationships are 
added directly during the data collection. 

 

3.4. Data Collection Processes in the Creation of Knowledge Bases  

The data collection process is named in different studies in the 
literature as data acquisition, and data collection, data harvesting 
emerges as a data collection process from various heterogeneous data 
sources. The data sources required to create the knowledge base vary 
according to the type of knowledge base to be made [6,9,12,16,25,27,31]. 

Collecting data from different sources will create opportunities for 
Institutions or Organizations to gain a more comprehensive 
understanding of their operational processes, customers and sectors, 
and with this information, trends, improvement processes, patterns, 
anomalies and segmentation. 

The data required to build general purpose knowledge bases are 
mostly made through structured resources.  

 

Figure 1. Components of Web Scale KE-KB-KG System [74]. 

 

4. INFORMATION EXTRACTION 

Automatic extraction of information from unstructured sources and 
integration with existing databases has attracted the attention of 
researchers in the field of artificial intelligence since the 1980s. Due 
to the complexity of natural language and the uncertainties it brings, 
information extraction (IE) studies are considered the most critical 
component in the construction of knowledge bases and knowledge 
graphs.  

While the studies in the field of IE were limited when the reflections 
in the field of IE were first started, it is seen that today information 
extraction studies are aimed at Web-scale, high-accuracy and OPEN 
IE [1,3,8,28,38,41,43,44]. 
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4.1. Definition 

From unstructured heterogeneous data sources, semi-structured and 
structured data sources with information extraction methods, assets, 
and relationships between assets, eliminating uncertainty and 
extracting structured information are aimed [36-40]. 

The templates, objects and relations to be inferred must include 
processes that will be embodied by the IE system in the text 
processing process.  

The main problem to be solved is extracting information such as 
entities, properties, and relationships from open data sources.  

Critical technologies in the information extraction process include 
identification of entities, the determination of types and classes of 
entities, elimination of ambiguities, and inference of relationships 
and ontologies. 

 

4.2. Previous Studies 

It has been observed that there have been four major changes in IE 
studies in the past 30 years [35-38,47]: 

- Rule-based  
- Studies to understand the message content (MUC – Message 

Understanding Conferences (1987-1998) 
- ACE (Automatic Content Extraction) and CoNLL (Conference on 

Natural Language Learning)   
- Knowledge Base Population (KBP, 2009-) 

MUC (Message Understanding Conference): Since its inception in 1988, 
it has made significant contributions to the development of IE studies 
and NLP technologies [35,36,47].  

Precision, recall and F-Measure metrics, which are widely used to 
measure the performance of information extraction studies, have 
emerged with MUC conferences for the identification of named 
entities and association extraction [36,47]. 

ACE (ACE-Automatic Content Extraction): Automatic content 
extraction studies it is aimed to extract general relations and events 
[36,39]. 

KBP (Knowledge Base Population): It is aimed to store named entities, 
relationships and ontologies [38-43]. 

 

4.3. Key Components of Information Extraction Studies  

Natural Language Processing studies combine advanced theories, 
methods and technologies from different fields of artificial 
intelligence.  Natural Language Processing aims to design and build 
algorithms that will analyze, understand, and generate the languages 
that humans naturally use [81].  

NLP has an important place in knowledge extraction studies. NLP 
studies are focused on developing effective algorithms for processing 
texts and making them accessible for computer applications. 

Lexical Analysis: The analysis process that covers all of the studies to 
determine the paragraphs, sentences and words by separating the 
punctuation marks of the language [82,83]. 

Syntax analysis: It covers analysis studies to check syntactic accuracy 
with the help of grammatical rules and dictionaries of the language. 
At this stage, the correct sequence of the word sequence and the 
representation of the relationships between different words are also 
provided [82,83]. 

Semantic Analysis: It covers the process of determining the meaning 
of sentences by syntactic analysis. Statements that do not fit syntactic 
analysis are ignored [82,83,84]. 

4.4. Basic Stages of Information Extraction Studies 

The main stages of Information Extraction studies are presented 
below [35]: 

-Named Entity Recognition.  

-Named Entity Classification (NEC) and Disambiguation (NED). 

-Relation Extraction (RE). 

4.5. Open IE 

OIE systems are used to detect assets from heterogeneous data 
sources on the web, eliminate the uncertainties of assets, detect 
relationships in triple format; It aims to identify and extract the 
relationships between entities such as the subject, object and 
predicate of the sentence and to present this information in a 
structured form as a knowledge base or knowledge graph [40-45]. 

One of the main advantages of OIE is that it enables quick and easy 
extraction of information from large volumes of unstructured text 
data which will significantly contribute to the data analysis of 
unstructured data and structured data of institutions or 
organizations in the field of business intelligence. 

An OIE system extracts different triples (arg1, rel, arg2) from each 
sentence in a text, usually in RDF format, that represent key 
propositions or claims [44-48]. 

It is seen that the first work in the OIE area is TextRunner (Yates et al. 
(2007) [9]). 

However, when Open IE studies are examined in general, it is seen 
that these studies are also divided into four classes according to the 
technique they use [46-48]: 

 

- Supervised OIEs, 
- Rule Based OIEs,  
- Clause Based OIEs,  
- Hybrid OIEs 

 
5. VERACITY OF INFORMATION 

With the development of internet technologies, the volume of data 
produced, transmitted and shared over the web has reached 
incredible proportions. With the dynamism of big data circulation, 
users' opinions, comments, corrections, etc. The contributions on the 
data cause the data to appear in front of the users with its changed 
form in different sources since the first source of the data. Studies 
conducted under the discipline of data science for the "discovery of 
reality" have gained importance in recent years to prevent the 
negativities caused by false information, erroneous content and 
misleading data [59,69,85].  

Data quality has become more critical in the big data lifecycle. Big data 
is typically; volume, speed and diversity, and recently the concept of 
“veracity” – accuracy has emerged as the fourth “V” and has started 
to take its place as one of the main challenges in big data studies [85].  

The importance of the accuracy and dynamics of information on the 
Internet seems to have led to research that arouses great interest not 
only from academia and the web industry, but also from government 
agencies and news agencies for its direct application [85]. 
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5.1. Problem Definition 

The "accuracy of big data" is a topical topic of particular interest to the 
data science community in general. It is seen that these studies take 
place as "information reliability", "trust management", "information 
validation", "data fusion" or "information aggregation" in some 
studies [55,59,60,85].  

It is seen that researches on the veracity of information aim to 
investigate the accuracy of data obtained from different data sources 
on the Web, to eliminate and verify the problems caused by noisy 
information. 

Unlike voting/average scoring approaches that treat all sources of 
information equally, it aims to calculate the reliability of the sources 
from which reliable information can be discovered and the accuracy 
of the data.  

In studies on truth discovery methods, source reliability, fact 
reliability is calculated over each other. If the fact values obtained 
from a source contain high confidence values, the source or sources 
containing the fact positively affect its reliability. 

 

 

Figure 2. Source– Fact – Object Relationship [55,69]. 

The trust value of a source or a website depends on the accuracy, not 
the number of fact values it has produced. However, the reliability of 
a fact depends on the reliability of the sources it is supported, not on 
the fact that it is supported by a large number of sources. 

5.2. Prominent Methods in Knowledge Verification Studies  

Given the data or claims produced by multiple sources, the ultimate 
goal of online truth discovery is to classify each alleged information 
as true or false, calculating the credibility and accuracy of the 
relevant source.  

Truth discovery studies involve complex tasks such as selection of 
heterogeneous data sources, information extraction from structured 
and unstructured content, detection and analysis of assets, data 
integration, and factual verification based on evidence.  

There is an interdependence relationship between the data sources 
and the data itself produced. It is possible that the data provided by 
the trusted provider will be considered accurate, and the sources on 
which the reliable data depend is considered reliable. 

One of the biggest challenges in discovering the truth in accurate data 
is that sources can duplicate each other, so errors can quickly spread 
and lead to inaccurate results. The identification of copy-producing 
sources and duplicate data in truth-discovery studies is essential for 
truth-discovery studies; It will help users more accurately assess the 
quality of resources and help users identify the most appropriate 
resources for their needs. 

It is seen that the studies in the literature are generally gathered in 
four categories [59,65,85]: 

- Iterative Methods [55,69] 
- Agreement-Based Methods: Basically, it is based on counting the 

number of agreeing/contrasting sources for each data item [85]. 
- Analytical Methods: It treats the problem as a graph optimization 

problem to solve the truth discovery [59,85].  
- Probabilistic Methods: Calculation of source and value accuracy 

is based on Bayesian probability models [59,85]. 

5.3. Other Components of Knowledge Verification Studies  

 In the process of information validation, the data coming from the 
source should be evaluated with different aspects before 
preprocessing [59]: 

-Input Data: the data from the source should be evaluated with 
different aspects before preprocessing.  

-Source Reliability: The selection of sources, their independence, 
whether they are affected by other sources will affect information 
verification studies. 

-Evaluation of the Reliability of Assets: It is seen that the reliability of 
the objects is calculated through the calculation of the trust value of 
the objects and the reliability of the source, and it is increased or 
penalized together.  

-Output Values: It includes issues that need to be evaluated, such as 
encountering more than one real value and reflecting the result. 

5.4. Featured Algorithms in the Literature  

TruthFinder: The calculation is made on the iterative application of 
source reliability and fact confidence value by applying Bayesian 
analysis. The algorithm in question is the first study in the literature, 
and similarity - implication introduced by this study, which inspired 
other studies [55,59,63]. 

AccuSim: The AccuSim algorithm applying Bayesian Analysis is 
proposed. The “implication” function has been adapted to the studies 
for similarity detection [56,59]. 

AccuCopy: In this method, whether there is copying over the 
similarity ratio between the sources, and if it is evaluated that there 
is copying, the source weight value is reduced [57]. 

2-Estimates: Reliability calculation with the "complementary vote" 
method has been proposed with the approach that an object has only 
TRUE fact value [58,59]. 

 

6. Conclusion and Discussion 

Within the scope of this article, all the stages that need to be addressed 

in order to extract knowledge from heterogeneous data sources are 

included from our own perspective. 

It is seen that the knowledge bases in the literature are designed for 

general or commercial purposes. However, there seems to be a need 

for the integration of general-purpose knowledge bases, commercial 

knowledge bases and non-confidential public data together, where all 

assets are represented individually. 

In studies on knowledge bases; It is seen that the researches for 

updating the knowledge bases through reliable sources, inconsistent 

information, incomplete information, and completing the missing 

relations continue. 



Sarıkoz and Akcayol Brilliant Engineering 1 (2023) 4798 
 

  6 

 
 

An information study to be conducted to knowledge extraction from 

heterogeneous data sources; it should provide compatibility with 

accuracy, trustworthiness, consistency, relevancy, timeliness, and 

interoperability other knowledge bases. 

It is seen that the knowledge bases created for general purposes in the 

literature update the search engine infrastructure through a certain 

number of known sources.  

In the current studies, it is seen that the results such as the up-to-

dateness and accuracy of the knowledge base and the time interval in 

which the presented information is valid are insufficient. This issue 

appears to be causing irrelevant results to be displayed in search 

results. 

This situation shows that research should be done in displaying the 

results for entities or relationships that are not included in the 

irrelevant results or that cannot be semantic matched. 

In the CWA approach, entities or relationships that are not generally 

accepted are not added to the knowledge base as new results. This 

method is also known as canonicalization in the literature.  

In the OWA approach, newly acquired entities and relationships are 

added directly during the data collection process. 
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